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ABSTRACT

The lifetime of integrated chip is reducing rapidhyith
technology. To check if design is feasible, andttaly and analyse
the lifetime of processor, via studying failure rhagisms on higher
level of abstraction layer, we present an intengsidea to evaluate
Reliability using RTME (Real Time MTTF Evaluationying Power
Consumption and Temperature. Using the output dIRTwe are
able to distinguish the effect of different benchksaon different
blocks of the processor.
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1. INTRODUCTION

Semiconductor industry has an immense pressuramfarmving
performance, increasing functionality, decreasiogt@nd reducing
design and development time. For all these imprerds the
solution is to minimize device feature size in nmaeter scale range
and further, which affects the lifetime of a chimstically. To tackle
this problem, we introduce RTME, which is a simigattool for

predicting Time to Failure (TTF) and Failure Ratd ) of different

blocks of the processor at architectural levela aery early design
stage. The objective will be to check the feagibitif the proposed
design, before even synthesizing the circuit. Tdheaatage of RTME
is that it is a flexible tool, capable to compagng behavior for
different benchmarks and architecture choices, bmind to any
specific simulator. RTME is believed to be hundrefisimes faster
than already existing tools at transistor levelt lith reduced
accuracy. In the rest of the document, we presemt We obtain
simulation results using RTME to show, which block$ the

processor get more prone to which failure mecharasih which

benchmark causes faster aging in a processor. Otk shows that,
Aging depends on Applications executing during tiifee of the

processor, and some blocks are much more pronailtoels than
others.

2. PRIOR WORK AND MOTIVATION

At present, there exist many tools at transistoelléo evaluate
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higher level of abstraction. They validate theisuis in form of
tools namedMattch and Hotspot. There have been many studies in
the last few decades showing that failures occueraod more early
in the lifetime of a processor due to scaling. Ur study, we have
noticed that the effect of instructions (and thpl@gations) has never
been taken into account as such for a specificntéolgy, and that
motivates us to study the effect of different benalks on the
lifetime of a processor and the cache memory.

3. FAILURE MODELS

At present time, we consider 4 important Failuredels inRTME
that affects the lifetime of process@4s8, 9 and 12]:

Electromigration (EM) - Due to momentum exchange between the
current-carrying electrons and the host metalciattions can drift in
the direction of the electron current. Due to thespnce of flux
divergence centres, vacancies start to clusteistensi grow into
voids, and the voids can continue to grow untiythkck the current
flow in the aluminium. Thus, the current is forcedflow through
the supporting barrier layer and/or capping lay#re resultant
increase in resistance leads to device failureceSthis is a mass
conserving process, accumulations of the transp@iteminium ions
increase the mechanical stress in supporting diedec and may
eventually cause fractures and shorts to occur.

Hot Carriers Injection (HCI) - Hot carrier injection describes the
phenomena by which carriers gain sufficient enemye injected
into the gate oxide. This occurs as carriers méwegathe channel of
MOSFET and experience impact ionization near tlzéndend of the
device. The damage can occur at the interface,irwitte oxide
and/or within the sidewall spacer. Interface-stgemeration and
charge trapping induced by this mechanism resulttrémsistor
parameter degradation, typically as switching fesqry degradation
rather than a “hard’ functional failure.

Time-Dependent Dielectric Breakdown (TDDB) - Time-
Dependent Dielectric Breakdown (TDDB) is an impaottéailure
mechanism in ULSI devices. The dielectric fails wtaeconductive
path forms in the dielectric, shorting the anodeé eathode. The two
models widely used in describing TDDB are fieldven (E-model)
and current-driven (1/E - model). We use the E-Moie which
because of low-field (< 10MV/cm) TDDB is due tolfleenhanced
thermal bond-breakage at the silicon-dielectrieiifsice. The E-field

reliability. Srinivasan et al[6] proposed an application awarereduces the activation energy required for thetroad breakage and
architecture-level modeRAMP to evaluate a processor’s lifetime. therefore TTF, inverse to reaction rate, decreaspenentially.

RAMP introduced the methodology at higher level of edagion, but
it involves parameters to be evaluated at transistwel using

Negative Bias Temperature Instability (NBTI) - It is a key

SPICE. Some authors in the past discussed about depemdereliability issue that is of immediate concern irclannel MOS

between Power consumption, Temperature and Réfjalsibying
there is a need to relate the three together tmatst lifetime[2, 5,
and 10]. D. Brooks et al2] and K. Skadron et §] have shown that
it is possible to estimate power consumption andperature, at

devices stressed with negative gate voltages. NB3nifests as an
increase in the threshold voltage and consequestedse in drain
current and transconductance. The degradation iexipbwer law
dependence with time.



Failure Models are presented in terms of Time-tibuFa (TTF —
a common measurement unit) to estimate reliabilityr
semiconductor devices in theory. Table 1 lists @imalytical TTF
equations that model the behavior of studied failonechanisms. It
presents E-model for TDDB, follows Black's Law
Electromigration [14], Takeda model for HCI [11jhdaone of the
phenomenological models for NBTI. Also we provitie tvalues of
constant parameters used in the simulation framewnrfact, these
parameters depend on the manufacturing processhanthaterials
and are gathered from [4, 7]. In these models,glbbal factor of
each model is not given: these factors are teclgyaliependent and
difficult to obtain. Hence, the resulting failurate values must be
considered as given in different arbitrary units.

Table 1: Failure Models at transistor level indifye

Name TTF (Time-to-Failure) Parameters
~: Field Accel. parameter: -3 Np.ci/MV,
E Eq:0.7eV,
TDDB (e F).ew T
E: Electric Field Applied.
k:Boltzmann’s constt.
T : current density
. \— Eq
EM (J = Joriz) eFT req. for EM.
E,:12eV,a:2
7 : Field Accel. parameter: 16 NpV.
§ T';’ —Ea
HCI e’bD - e®T Vpp : Supply Voltage
Eq :-0.2eV
3 : gate voltage exponent: 3.5,
1 . »
E Nt Ve : app. gate voltage.
NBTI (eﬁ v(\};)j) ‘
t: Time exponent: 0.25
E.: 04eV

In RTME, we deal with TTF at block level, and the respexti
failure models are shown in Table 2. As shown, weewsing some
relations, such as, J (Current Density) = P/ (Valt) & (Switching
Activity) = P/ (Vdd) 2 in terms of dynamic power rgumption
(denoted as P). In addition, we take some assungtigince;
estimation is made before physical synthesis ofgssor, as follows:
For TDDB, we assume that half of all the transstior each block
are prone to an electrical field, at each proceswuk cycle.

Table 2: Failure Models at block level modified RTME.

Name Failure Model (T'T'F;) Parameters
, A: Block area
. v E
TDDB A)2. eV B et
Lo gate oxide thickness
P a  Eq . . .
EM ( m) ek T T in terms of P:Instt. Power Consumption

HCT a-A/2-e VDD . e R T cv: number of Transitions in terms of P

E

. Il »
NBTI A/2-(Vpp)t ek T

For EM, we assume that all transistors, in eacltklof the
processor, contribute evenly to power consumptiuh dissipate the
same amount of heat. For HCI, we assume that tmbers of
transistors that are prone to this failure are bquahe switching
activity of the block 1/0s. Switching activity ibe ratio between the
number of bits that switch on the block I/Os anel tibtal number of
I/O bits, at a given clock cycle. For NBTI, all BMOS transistors

for

are affected at each processor clock cycle, whetéeeblock input
values. These assumptions may affect the TTF acgwampared to
real world scenario.

4. CHAIN TOOL

In Figure 1, we present RTME methodology, whickaishain of
tools, to evaluate reliability at RTL abstractievél. Dynamic Power
and Temperature Simulators we use are state-cdstheools,
providing values to variables, such as &nd Temperature (T).

Dynamic Power traces are obtained using the tomletaWattch
[2]. We chose Wattch, after considering variouseotiools, such as
Sim-Panalyzer, since Wattch is an architecturagll@¢gol that has
been proposed to analyze dynamic power with regpesimulation
performance tradeoffs with a reasonable level afueacy when
compared to lower level estimation approaches. énstiolaim that, it
maintains accuracy within 10% of their estimatesvasfied using
industry tools on leading-edge designs. It estimdtee Dynamic
power Consumption using different power models saghP = C *
Vdd2 * a * f, where C is the equivalent block capacitanaeis
number of transitions and f is operating frequen€y.vVdd and f
depend on process technology.

Wattch is an extension of SimpleScalar simulafd}. The
SimpleScalar tool set is used to simulate behaviagach block of
the processor based on a MIPS instruction set.ndbles the
comparison of benchmark performance vs. differenicran
architecture choices. Wattch includes various hardwcounters in
SimpleScalar to obtain switching activity. To esiim capacitance,
Wattch uses various block models based on cirquit @ansistor
sizing from provided technology node.
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Figure 1: RTME Methodology.
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Temperature traces are obtained using the tool didiatSpot
[5]. The HotSpot thermal model of each block is anctatal
equivalent RC model where current is equivalerpideer and node
voltage is to temperature. Using Floorplan (basedSonpleScalar
architecture) as shown in Figure 2, of the chip aogver traces,
HotSpot builds an equivalent RC electrical circaitcounting for
vertical and lateral heat transfers. According e authors, if we
provide total Power consumption at given time instand Thermal
RC equivalent of a circuit, it is possible to estts temperature
change for the previous time interval. HotSpot alssumes a typical
thermal packaging composition formed by a thermpieader
inserted between the chip substrate and the pauiadiheat sink is
placed on the top of the packaging.

In RTME, we implement the respective failure modeis shown
in Table 2. Hence, we are able to show the vanatia lifetime of
various blocks of the processor core using abogeudsed Power
and Temperature Traces and other technology relad¢deach
simulation step, we compute the current failure g} of each block
which is actually the inverse of current TTF, farch block of the
processor and each failure, and can be expressed(igy =
1/TTF(i,j) where 'i' is the current simulation stepd ‘' is the block
reference. RTME is a flexible tool allowing to coamp processor
aging behavior for different benchmarks and architee choices,
For that, RTME computes the Cumulative Failure R&@ER) of
each block and for each failure mechanism, which is

CFR(n, 1) =3 A1)t

Where 'i' is the time step of duration’,'t'n' is the simulation
length, ' is the block reference and 'x' is tlaufe mechanism
reference.

As mentioned in Section 2, the TTF accuracy of ealctk is
affected by the assumptions made for estimatioRTdt abstraction
layer. Other factors that affect RTME accuracy tre different
technology parameters and the accuracy of othds tdiscussed
above. Since we use the state-of-the-art tools thigir own level of
accuracy, the error is estimated in different ways! in addition
failure models have different dependence with wariparameters.
Hence to estimate the accuracy of RTME is diffiailppresent. But
we only need to study the relative results to camplae benchmarks
and their effect in different blocks, for a specifailure mechanism,
so we do not derive error estimation yet.

We assume Floorplan with Heat sink and Heat spreadté
default specs provided with Hotspot, and initiaWo (Leakage) and
Temperature to be 0.7W and 42°C respectively, liofadures. We
are working with 180nm Technology at present, whgch parameter
for RTME, and flexible to change in the future, blganging the
Floorplan, HotSpot configuration file and libraries Wattch.

5.RESULTS

In this section, we present the simulated agingltebtained
from 9 benchmarks (MiBench[3]) executed on a given
microarchitecture. The microarchitecture blocks #mel distribution
of block area are illustrated on Figure 2. Simpld&csimulates a 5
stage pipeline RISC processor with superscalar bikipes [1].
Dcache and Dcache2 are respectively the first aodrsl level of
data cache memories. The former is rarely usedhby different
benchmarks compared to the later. LSQ is Load/S@weue unit
handles memory synchronization/communication andtains all

loads and stores in program order. The ALU is thihraetic logic
unit composed of scalar operators. Redfile is thgister file
composed of 32 64-bit registers. SimpleScalar aloanfiguring the
size and behavior of the different pipeline stages.

We use various graphs and diagrams to show reldtiween
Power consumption, Temperature, and ReliabilityFigures 3 and 4
graphs shows average power consumption and terperfar the
complete execution of each benchmark, for eachlip@élock. The
power and area distribution are the elements toluata
Temperature. Whatever the benchmark, we can obfeav¢he ALU
consume most of the total dynamic power. Actuatlye major
instruction class from these benchmarks is the coimgp
instructions. In addition, we can remark that tleedhmark CRC32
causes the highest average heat dissipation, weratey block.

Figure 5 presents the Cumulative Failure Rate fache
benchmark and each pipeline block. In each grapk, walues
correspond to the CFR of only one failure mechanighus
explaining the plot of four graphs. NBTI and TDDBMJe similar
behavior and are very much depending on changésniperature.
EM has more effect of Power consumption,
involvement of both Power consumption and TempeeatThe
results show that EM in “ALU” block, TDDB (and NBJlin
“BPred” and “ALU” block of the processor are moreetive and
for each failure the “Bitcount” is the benchmarkusing faster aging
in the processor compared to others.
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6. CONCLUSION

In this paper, we presented a flexible simulatioal tchain for
estimating the reliability of a processor core,REL abstraction
level. For a given microarchitecture, we show ttie aging of a
processor depends on the benchmark profile. Iiptasent time, we
didn't actually use a manufacturer technology hpso far, for now
we can compare reliability results for differentnbbmarks, and
observe which application is affecting the procésseeliability
most. Due to lack of up-to-date industrial fabricatand reliability
data in public-domain, we are not able to validdie results, still
there is need to make refinements in models anid,tegich may
lead to variations in absolute values of the resudut this, will not
vary the relative nature of the results. So, we sap that using
proper technology libraries in future, we can tefhich failure
mechanism will be more effective.
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Figure 5: Different Cumulative Failure Rate.



